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ABSTRACT

The purpose of this study is twofold: to (i) establish three-dimensional (3D) longwave radiative transfer

benchmarks for inhomogeneous cloud fields and (ii) compare the results with three approximate, 1D

methods. The benchmark results are calculated using a correlated-k three-dimensional Monte Carlo (3DMC)

algorithm that is validated via comparisons to line-by-line calculations for simple atmospheres. The ap-

proximate methods include an independent column approximation (ICA) and two cloud-overlap schemes:

maximum/random (MRO) and random (RO). Six inhomogeneous cloudy-sky test cases are used and en-

compass a wide range of domain sizes used by general circulation models. Domain-averaged fluxes and

heating rates from these atmospheres show that the ICA is consistently more accurate than the cloud-overlap

models with respect to the 3D benchmarks. For example, comparisons of model results for the Atlantic Trade

Wind Experiment (ATEX), a marine boundary layer cumulus field, yield a maximum cloud-layer heating rate

error of 15.73 K day21 from using cloud-overlap models, whereas the ICA error is only 2.17 K day21. This

paper presents results showing that these differences are attributed to the 3D effects of unresolved clouds and

indicate that there is an inherent deficiency in the ability of 1D models to accurately calculate radiative

quantities in these atmospheres.

1. Introduction and objectives

There is general agreement among atmospheric sci-

entists that weak parameterization of interactions be-

tween radiation and clouds is responsible for much of the

uncertainty in modeling the magnitude of anthropogenic

influences on climate. Misrepresenting the spatial and

temporal distribution of water in large-scale atmospheric

models (LSAMs) will produce errors in calculated fluxes

that suggest unrealistic radiative forcings. The sensitiv-

ity and uncertainty in cloud effects on the earth’s energy

system are the motivation for many studies that seek to

quantify the consequences of misrepresenting cloud ra-

diative effects (Ellingson et al. 1991; Barker et al. 2003;

Collins 2001).

Parameterizing gases, aerosols, and clouds is necessary

for yielding climate-modeling results within the practical

range of current computing power but in many cases is

known to produce systematic errors (Räisänen 1998). Many

studies have shown that the longwave irradiance contri-

bution from cloud sides is significant to both surface

fluxes and layer heating rates (chapter 6–10, Marshak and

Davis 2005). Since LSAMs are relied upon to answer
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questions about climate change, errors in how radiation

algorithms handle clouds must be minimized.

The research presented in this paper is the next step in

the Intercomparison of Radiation Codes in Climate

Models (ICRCCM) that was first published by Ellingson

and Fouquart (1991) and more specifically is an exten-

sion of the third phase (ICRCCM III) performed by

Barker et al. (2003). The first phase of ICRCCM focused

on model performance for plane parallel homogeneous

(PPH) skies and identified disparities as large as 40%

among 1D models. For overcast longwave calculations,

most models were in agreement at the cloud boundaries,

but farther away from the clouds there were large differ-

ences. Optically thin clouds, for example, had net longwave

flux differences of 35–80 W m22 at the vertical bound-

aries that resulted from how clouds were treated by the

models (Ellingson et al. 1991).

Since that time, the Atmospheric Radiation Mea-

surement (ARM) program has been working on vali-

dating model calculations against high-quality spectral

observations taken at sites around the world (Stokes and

Schwartz 1994; Ackerman and Stokes 2003). These data

have helped develop accurate, line-by-line (LBL) infor-

mation about atmospheric constituents, from which a line-

by-line radiative transfer model (LBLRTM) has been

established for model validation (Clough et al. 1992;

Clough and Iacono 1995). This work has led to im-

provements in 1D model performance for clear and over-

cast skies; however, more research is needed to improve

simulations that calculate radiative transfer through non-

PPH skies (Turner et al. 2004).

Most 1D model disagreements have been resolved for

simple atmospheres with the identification of errors in

computational methods, acquisition of accurate spectral

data, and calibration of radiation codes. However, cer-

tain biases remain due to implicit model characteristics

such as cloud-overlap configurations. Studies testing the

validity of cloud-overlap schemes show a strong depen-

dence on vertical resolution and errors associated with

neglecting horizontal fluctuations (Pincus and Klein 2000).

Many researchers see the need to develop methods

to improve the parameterization of unresolved clouds

and 1D codes that incorporate them (Barker et al. 2003;

Ackerman and Stokes 2003; Stephens 2005). New methods

have been developed to replace cloud-overlap techniques

used in LSAMs and many current climate models in-

corporate such methods (Morcrette et al. 2008; Pincus et al.

2006). However, cloud overlaps have yet to be tested

against full 3D calculations in the longwave, and this study

aims to provide the results necessary to more completely

identify the deficiencies in the schemes.

ICRCCM III focuses on 1D model treatment of un-

resolved clouds. The objective of Barker et al. (2003)

was to achieve shortwave radiation benchmarks for broken

cloud fields and assess the performance of 1D solar codes

for these skies. The methods they examined include an

independent column approximation (ICA), the maximum/

random overlap (MRO), and random overlap (RO) cloud

configurations. Their intercomparison included a total of

29 separate codes, four of which were 3D Monte Carlo

(MC) and 25 were 1D models. They found that the ICA

models performed better than single-column cloud-overlap

configurations against MC benchmarks. However, that

study also suggested that in deep layers of inhomogeneity,

the ICA introduced significant errors in domain-averaged

irradiance from neglecting cloud-side radiation. Their re-

sults also suggested that the use of extreme (and unrealistic)

cloud-overlap schemes might falsely enhance cloud radia-

tive forcing (CRF) by 20–50 W m22 in LSAM simulations.

The focus of this study is to extend ICRCCM III into

the longwave spectral range. First, a correlated-k three-

dimensional backward Monte Carlo model (3DMC) is

validated and used to establish benchmarks for the same

partially cloudy atmospheres used by Barker et al. (2003).

Keeping with previous intercomparisons, the benchmark

model is validated against line-by-line calculations for

PPH conditions so that a baseline set of results can be

established for more complicated scenarios—in this case,

3D inhomogeneous clouds. It is necessary to use 3DMC as

a benchmark since it becomes computationally very diffi-

cult for LBL models to calculate a full set of results for the

longwave while including the effects of multiple scattering.

Next, these results are compared to an independent

column version of the MC code and the random and

maximum/random cloud-overlap schemes incorporated

by the rapid radiative transfer model (RRTM; Mlawer

et al. 1997) to assess the performance of approximating

real cloud situations. To be consistent with Barker et al.

(2003), identical assumptions are made regarding the at-

mospheric distributions and properties of radiatively im-

portant variables. The following section discusses the four

radiative transfer algorithms used, and sections 3 and 4

discuss the cases and the results of the intercomparison,

respectively. The final section offers a summary and

conclusions.

2. Models

In noncontiguous cloud fields, the effects of cloud-side

radiation are not accounted for in atmospheric models

with a two-stream approximation since horizontal trans-

port is neglected. Real cloud situations have variable drop

sizes and nonuniform layer densities that significantly

alter the optical properties across the spectrum. This type

of inhomogeneity presents more of a challenge for 1D

models than the lack of PPH conditions. Since, by design,
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3D radiation is neglected in single-column models, calcu-

lations for unresolved cloud fields will not produce results

that exactly agree with observed fluxes above and below.

Therefore, to achieve benchmark accuracy for inhomo-

geneous skies and to quantify the full effect of real clouds

on radiation, multidimensional models must be used.

Three models are intercompared in this study; the

3DMC is used to set benchmarks for all cases and to test

the accuracy of RRTM and a 1D version of the MC code

(ICA). The ICA version allows for cloud inhomogeneity by

calculating for a series of independent columns across the

domain. RRTM is a good choice for this intercomparison

since it has been validated against LBLRTM and has

cloud-overlap parameterizations built into it (Mlawer

et al. 1997). RRTM is employed with the maximum/

random and the random cloud-overlap configurations,

making a total of four algorithms. It is not an objective

of this study to test cloud-generating schemes based on

how they interpret observed cloud fractions but rather to

test how established methods treat the radiative transfer,

so using RRTM for the cloud-overlap calculations is

appropriate.

The k distributions used by 3DMC, ICA, and RRTM

are generated from the same spectral data in LBLRTM,

so that there is no ambiguity in the results from the use of

different spectral coefficients. Ellingson et al. (1991) dem-

onstrated that testing the effects of different spectral data

across various models calculating the same quantity is

a study unto itself. Therefore, using the same spectral data

for all models enables the geometric effects of clouds to

be isolated more completely in the results. The rest of this

section discusses the validation and implementation of

3DMC and presents an overview of the ICA and RRTM

cloud overlaps.

a. Monte Carlo benchmarks

The Monte Carlo model used in this study is described

in detail by Ellingson and Takara in chapter 10 of Marshak

and Davis (2005). Briefly, the code uses a probabilistic

simulator to compute radiative quantities from the statis-

tics of many simulations of photon transport through a

given atmosphere. At the core of these simulations is a

pseudorandom number generator that determines all the

events that can occur in the life of the photon. The simu-

lations are based on the physical parameters of the par-

ticular atmosphere, using quantities such as temperature,

water vapor, liquid water content, drop sizes, and other

well- and nonwell-mixed gases to compute the trans-

mission, absorption, and scattering. The statistics of these

iterations converge to the true solution of how real photon

energy behaves. The convergence criteria is a standard

deviation test that determines when a unique solution has

emerged from the results of individual photon transport.

For this study, the longwave spectrum is divided into

16 bands and each band contains 16 spectrally weighted

absorption coefficients k such that there are 256 total k

values. Optical properties of the model are handled with

Mie scattering for cloud liquid water and a correlated-k

distribution to account for gaseous absorption (Li and

Barker 2005). The exact 3D cloud field as generated by

a cloud resolving model (CRM) is input to 3DMC with

the assumption of periodic boundary conditions. The

output is either the broadband estimate of irradiance or

flux divergence for the entire grid.

One drawback of using MC is the large amount of

computer time required for the computations, which

makes it impractical for operational use in climate sim-

ulations. However, the time required to calculate the

radiative transfer for one atmospheric scenario can be

considerably reduced with the use of parallel processing.

The MC model used here is based on the results of the

Intercomparison of Three-Dimensional Radiation Codes

(I3RC) (Cahalan et al. 2005) and has been formatted for

a parallel-computing environment to decrease execu-

tion time. The advantages of using a parallel model are its

ability to compute the fluxes and heating rates of any in-

homogeneous cloud field with high accuracy and its rela-

tively small memory requirements. Currently, runtime for

3DMC is on the order of a few hours for the entire long-

wave spectrum for a moderately sized inhomogeneous

grid box ;(75 km)2 with 50 vertical layers and 256 spectral

intervals. Execution time, however, is highly dependent on

specified input parameters like number of photon bundles

per iteration, number of iterations per grid point, and

convergence criteria. This MC model is quick enough for

research purposes but is most likely too cumbersome for

use in LSAMs.

3DMC model validation is performed with homoge-

neous, clear-sky comparisons to LBLRTM. LBLRTM

was developed in conjunction with observations, and its

high spectral accuracy makes it the benchmark standard

for computing PPH fluxes (Clough et al. 1992; Clough

and Iacono 1995). The spectral absorption coefficients

from LBLRTM are sourced in RRTM to generate the

correlated-k distributions, so for simple atmospheres,

RRTM closely agrees with LBLRTM to within 0.6 W m22

per band for longwave net flux (Mlawer et al. 1997).

Clear-sky differences from LBLRTM and 3DMC are

shown in Fig. 1, along with ICA and RRTM results. For

this validation, the atmosphere from the tropical Bar-

bados Oceanographic and Meteorological Experiment

(BOMEX) case is used, but with the omission of cloud

liquid water (see section 3 for more information on

BOMEX). 3DMC and ICA are given a 10 3 10 column

patch of this cloudless atmosphere with PPH pressure,

temperature, and gasses. The fluxes and heating rates
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are calculated for each column at all levels and then

layer-averaged for comparison to LBLRTM. Averaging

over a few columns smoothes over the random noise

associated with MC calculations.

From an energy standpoint, the maximum differences

are approximately 3 W m22 for downward flux FY and less

than 0.5 W m22 for upward flux F[; however, from a per-

centage standpoint, the error rarely exceeds 62%. The

largest differences occur in the middle troposphere where

the resolution is greatest (where cloud liquid water would

be if it were included). However, at the surface and top-

of-atmosphere (TOA; ;85 km for these calculations),

model differences are less than 1 W m22. This perfor-

mance for clear sky provides the necessary credibility for

3DMC’s capabilities to properly calculate for inhomoge-

neous skies.

In the interest of making the model more efficient,

another test is performed to determine if the number of

photon bundle iterations used per k affects the spectrally

integrated fluxes. As the model generates photon emis-

sion, it keeps track of the statistics of the calculated fluxes.

Once the standard deviation of the computed quantity is

within a predefined convergence criteria of 0.1%, the

model averages the solutions that fall within that criteria

and moves on to the next grid point. For this test, the code

is run twice for a 20 3 20 (1 km2) column cloudy-sky

section of the BOMEX domain with both 2000 and 1000

photon iterations per k. The layer-averaged FY for 1000

iterations is subtracted from that of 2000 iterations. The

maximum difference is less than 0.1 W m22, which is on

the same order of magnitude as the noise introduced from

the use of a pseudorandom number generator.

This test demonstrates that the differences in the

two calculations are negligible and the convergence of

a solution occurs before the 1000th iteration. However,

individual convergence tests for each case were not

conducted. Since the energy result for each k value is just

the average of all the iterations performed, knowing the

optimal number of iterations could significantly reduce

the cost of computation. A more thorough examination

of model efficiency may be a beneficial topic for future

work.

b. Single-column models

All 1D radiation codes neglect certain properties of

unresolved cloud structure via explicit assumptions that

are meant to simplify calculations. The motivation for this

simplification is a desire to speed up the computation

process while retaining as much information as possible

about the net fluxes and heating rates. Usually, 1D models

assume infinitely wide clouds—an assumption that has

been shown to impact global energy budget simulations

(Kuhn 1978; Räisänen 1998; Collins 2001). In the presence

of noncontiguous cloud fields that have variable liquid

water amounts, radiation that crosses boundaries hori-

zontally contributes significantly to the flux divergence of

a particular column. When a grid box is approximated as

independent, errors in radiative heating are introduced

because the horizontal component of the flux divergence is

being neglected. Perhaps if these biases are known, the

codes can be calibrated to account for unrealistic radiative

forcing at the surface and TOA.

The ICA was chosen for this intercomparison because

of its potential as a replacement for radiation codes

FIG. 1. Clear-sky 3DMC, ICA, RRTM, and LBLRTM comparison calculations for BOMEX. Shown here are the

spectrally-integrated (a) flux errors for 3DMC, ICA and RRTM with respect to LBLRTM (3DMC, solid lines; ICA,

dotted lines; RRTM, dashed lines) and the (b) corresponding heating rate errors.
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currently employed by modern climate models. It has

been shown to outperform 1D cloud-overlap models for

many cases (Räisänen et al. 2004). The RO and MRO

were chosen because they have traditionally have been

popular for use in climate simulations (Collins 2001).

These three techniques are of interest to climate mod-

elers that need a more accurate parameterization of

cloud effect radiation.

1) ICA

In LSAMs, the grid box itself is usually the domain of

an independent column calculation and ‘‘independent’’

refers to the isolation of radiation between adjacent col-

umns. Conversely, the ICA is designed to preserve sub-

grid inhomogeneity of cloud fields because it represents

an areal distribution of 1D calculations, one for each grid

point within a grid box. At each grid point, the ICA cloud

fraction is assigned to be either 1 or 0, then the fluxes and

heating rates are horizontally averaged to produce the

results for the domain. Although this method eliminates

the horizontal flow of radiation through the boundaries

of the individual columns, it allows for the horizontal

variability of clouds within the domain. ICA is useful for

resolving the effects of multiple 1D radiative transfer

calculations for domains that have substantial cloud vari-

ability and has been shown to be a vast improvement over

1D calculations that assume a PPH atmosphere for the

entire grid box (Cahalan et al. 1994; Räisänen et al. 2004).

The ICA used herein is the full solution to the Monte

Carlo independent column approximation (MCICA).

MCICA has been developed to replace cloud-overlap

techniques by stochastically generating cloudy columns

for supplied cloud fractions and is currently implemented

in many LSAMs (Pincus et al. 2003; Räisänen et al. 2004).

Since the ICA is the full solution that MCICA approxi-

mates by averaging only a selection of columns, it is ap-

propriate to include it in this study.

2) CLOUD-OVERLAP APPROXIMATIONS

The most common cloud-overlap method is the MRO

scheme. Parameterizations using RO are increasingly

rare, but it is included in this study for historical purposes

since it was widely used in the past. The results of this

intercomparison should be of interest to modelers that

employ these schemes in single-column radiative transfer

calculations (Räisänen 1998; Collins 2001). Iacono et al.

(2000b) presented results from a comparison of these

two overlap configurations used in the National Center

for Atmospheric Research (NCAR) climate model that

showed MRO decreases downward flux estimates over

RO by about 4 W m22 at the surface. MRO assumes

maximum overlap of clouds occurring in consecutive

layers and randomly overlaps clouds when separated by

two or more layers, whereas RO randomly aligns clouds

without regard to vertical correlation. In both cases, the

total cloud fraction N is preserved in individual cloud

layers, but the different overlaps can result in largely

different domain cloud fractions. It should also be noted

that results obtained from overlap approximations de-

pend upon the number of cloud layers present in the

model, and this makes it difficult to intercompare similar

treatment of clouds in LSAMs. For the cases in this

study, all cloud-overlap calculations are performed by

RRTM because it has been validated against LBLRTM

and shares the k distributions with the MC models.

3. Cases

For consistency, the atmospheres used by Barker et al.

(2003) are used in this study. Each case has significantly

variable liquid water content (LWC) across the domain.

Different resolutions and structures ensure that these

cases encompass a wide range of inhomogeneity. Water

vapor and all other atmospheric conditions except for

liquid water are layer averaged, regardless of clear- or

cloudy-sky location. This stipulation isolates the effect of

liquid water on calculations and limits uncertainty from

unchecked variables.

Cloud droplets are modeled as liquid water spheres

with an effective radius re 5 10 mm. This droplet size is

chosen to be representative of average clouds since the

main focus here is on the bulk, 3D geometric effects of

clouds and not their physical properties. These clouds are

quite opaque in the longwave region and have large liq-

uid water paths (LWPs). Thus, changing re will not dra-

matically affect the fluxes. However, these results might

not directly be applicable to clouds with smaller LWPs

such as those found in the Artic, so a future study might

more thoroughly investigate variable re. See Kablick III

(2008) for figures of the horizontal distribution of column-

integrated LWP.

Where applicable, ice clouds are neglected because

LSAM radiation codes do not treat ice optical proper-

ties uniformly. The physics of ice–radiation interaction

is heavily dependent on crystal structure, and models vary

in their treatment of ice optics or ignore it all together.

The main objective of ICRCCM III was not to study mi-

crophysical effects on radiation model performance but to

assess the handling of unresolved clouds in 1D models.

Therefore, neglecting ice does not compromise the in-

tegrity of this study (Barker et al. 2003). The remainder of

this section discusses individual cases in more detail.

The first case features a marine boundary layer stra-

tocumulus field, simulated from conditions retrieved

from the Atlantic Trade Wind Experiment (ATEX) of

February 1969. The domain is 6.8 km 3 6.8 km with

2196 J O U R N A L O F C L I M A T E VOLUME 24



a horizontal gridspacing Dx 5 0.1 km. It has column-

integrated LWP values ranging from 0–1.28 kg m22. This

type of cloud structure is predominant in trade regions of

the tropics and is an important component of the general

circulation. Stevens et al. (2001) explained that energy

budget simulations are sensitive to the representation of

low-level clouds associated with trade winds because they

mediate energy transfer between the ocean surface and

the atmosphere in the forms of latent and sensible heat.

These regions are also important for zonal and meridional

energy transport. Therefore, general circulation depends

heavily on the physical interaction of radiation with these

types of clouds.

The next field was generated by Siebesma and Cuijpers

(1995) from data taken in BOMEX. Like ATEX, this

CRM field contains marine cumuli in the trade wind re-

gion of the tropics. However, this cloud field is more

sparse than ATEX, which makes a good test of the impact

of different LWC with similar background conditions.

The sparsity of liquid water in the BOMEX field means

that there is less cloud radiative forcing than ATEX. It has

the highest horizontal resolution used in this study with

Dx 5 0.05 km over a domain of 6.4 km 3 6.4 km, and the

clouds did not originally contain any precipitation, so

it did not have to be neglected for the calculations.

BOMEX is discussed here because a clear-sky version of

this atmosphere is used in 3DMC validation. The full

results with the inclusion of clouds are not presented here.

Those results, along with other cases, can be found in

Kablick (2008).

Non-CRM-scale climate model grid boxes are on the

order of (100 km)2 or more, so cloud fields of this dimen-

sion must be included in this intercomparison. A large-

scale case was generated by Grabowski et al. (1998) from

simulated conditions observed in the Global Atmospheric

Research Program Atlantic Tropical Experiment (GATE

A). This case has dimensions of 400 km 3 400 km with

Dx 5 2 km and contains clusters of deep convection.

Clustering across the domain presents a problem for cloud-

overlap configurations that depend on horizontally aver-

aged values and assume an isotropic layer, so the results for

this case are particularly noteworthy since it represents an

extreme situation for cloud-overlapping methods.

This field was chosen because of its large-scale inho-

mogeneity and coarse resolution. The column-integrated

LWP associated with this field is the most variable of all

cases and has values ranging from 0–7.78 kg m22. GATE

A is the most computationally expensive case for 3DMC

owing to its size. The grid spacing is large enough that

3DMC photon estimates may not be indicative of the

entire grid point, so random perturbations are made to

the simulations, such that 3DMC converges upon a more

accurate solution.

4. Results and comparisons

This section details a sample of the 3DMC benchmarks,

1D model results, and the comparisons between them for

ATEX and GATE A. Using 3DMC and ICA, the upward

flux F[, downward flux FY, and heating rate q are com-

puted independently at each 3D grid location. Using

RRTM, the MRO and RO flux results are computed only

as a function of height for a single column, and q is simply

calculated from the change in net flux with respect to

pressure derived from the model output of F[ and FY.

3DMC and ICA results are layer averaged at the appro-

priate height before comparison to RRTM. Especially

noteworthy, however, are nonaveraged 3DMC and ICA

differences for individual atmospheric layers. Since ICA

preserves the inhomogeneous cloud field, this comparison

distinguishes the local forcing from 3D clouds. The re-

mainder of this section discusses the benchmark results

from 3DMC, compares the layer-averaged values for all

models, and reviews the nonlayer-averaged 3DMC-ICA

differences.

a. 3D cloud-layer heating

The ATEX case is a good example of the longwave

distribution of heating/cooling within a marine boundary

layer cloud field. There is strong warming below the cloud

where there is a net convergence of flux from the surface

below and from the cloud above. The cooling aloft is in-

dicative of the increase in net divergence as a result of

decreasing downward flux with altitude. Figure 2a shows

the 3DMC heating rate distribution for the ATEX cloud

layer with cooling as low as 2628 K day21 for individual

grid points. This is an extreme value that is not indicative

of the entire layer but rather a result of calculating flux

divergence over a very small volume.

The 3D heating structure for GATE A is more difficult

to visualize because the resolution is coarse. A single

heating rate value for a grid point with a horizontal area

of (2 km)2 produces a heating distribution that appears

more random when viewed in the context of the whole

domain because a single value may not indicative of the

entire grid point. Figure 2 shows cloud-layer heating

for GATE A. The heating rates are calculated from

flux divergences that are computed over larger volumes

(Dx 5 2 km), which tend to decrease the extreme values

at individual grid points as seen in ATEX. This effect of

cloud geometry explains why the cooling is reduced to

a minimum of 247 K day21.

The differences in 3D heating rates for ATEX and

GATE A demonstrate that low resolution plays a role on

muting the impact of 3D clouds. The column-integrated

LWP for GATE is much higher than ATEX, yet the

cloud-layer heating is an order of magnitude lower. The
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effects of this limitation can be significant to cloud evo-

lution in circulation models.

b. Layer-averaged results

The layer-averaged vertical profiles for 3DMC net flux

Fnet and q for both cases are shown in Figs. 2c–f, where

longwave Fnet is defined as F[–FY. Also shown are the

approximate model results from ICA, MRO, and RO.

Horizontal gray lines in the figure delineate the vertical

boundaries of the cloud layer, which for ATEX is 935–

833 hPa and for GATE A is 1006–240 hPa. Figures 2c and

2d indicate that for Fnet the models are in fairly good

FIG. 2. (left) ATEX results showing (a) the 3DMC heating rate distribution (K day21), (c) domain-averaged net

fluxes Fnet, and (e) heating rates from each model. (right) As in (a),(c),(e), but for (b),(d),(f) GATE A. The horizontal

gray lines in this figure represent the vertical boundaries of the cloud layer. Note for GATE A, the bottom of the

cloud layer is near the surface.
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agreement above the cloud layer with MRO as the outlier

in both cases.

An instructive way to interpret these results is in the

framework of an effective cloud fraction Ne and how it

relates to FY and F[. The upward or downward flux at

a given level may be written as

F[Y 5 F[Y
clear 1 N

e
(F[Y

cloud � F[Y
clear), (1)

where Ne is the effective cloud fraction for either the sky

above the level for FY or below the level for F[, and F[Y
clear

and F[Y
cloud are the respective clear- and overcast-sky fluxes

at the level of interest (Taylor and Ellingson 2008). In this

framework, Ne can be interpreted as the PPH cloud frac-

tion necessary to match the results of 3DMC. For the cases

considered here, F[
cloud , F[

clear and FY
cloud . FY

clear. Thus,

when F[ from an approximate model is less than 3DMC,

Ne is too large, and when the approximate result is greater

than 3DMC, Ne is too small. Likewise for downward flux

comparisons, when FY is less than 3DMC, Ne is too small,

and when FY is greater than 3DMC, Ne is too large. This

discussion assumes that the clear- and overcast-sky fluxes

are the same for each model, which is appropriate for

three reasons: all models 1) treat clouds as blackbodies, 2)

use PPH temperature and gases, and 3) show small dif-

ferences between fluxes for the clear-sky validation.

In the case of MRO, clouds occurring in consecutive

layers are maximally overlapped, which results in a smaller

Ne for those layers across the domain as compared to

3DMC because cloud sides are neglected. The effect of

this smaller cloud fraction results in an increased upward

flux within and above the cloud layer and a smaller

downward flux within and below the cloud layer. This

result is consistent with Iacono et al. (2000a), who found

MRO decreased FY at the surface compared to RO.

There is a decrease in RO Fnet within the cloud layer

because the random alignment of all cloud layers pro-

duces a larger Ne relative to MRO and thus a larger FY.

At altitudes higher than the clear layers immediately

above the uppermost cloud layer, heating rates are

dominated by the divergence of clear-sky Fnet (i.e., cool-

ing to space). The difference between approximate results

and 3DMC is governed by the product of the difference

in Ne and the divergence of the difference between

F[
clear and F[

cloud. Figures 2e and 2f show the model results

for q. As indicated in this figure, all models agree quite

well on the amount of cooling above the cloud layer

because cooling in this region is dominated by clear-sky

cooling to space as noted above. Near the top of the

ATEX layer and near the middle of the GATE A layer

is where the largest heating rate errors occur because

Ne above and below the layer changes at different rates

for each approximation. To fully glean the effects, it is

necessary to look at the differences between the ap-

proximate and exact F[.

As expected, RRTM cloud-overlap results disagree

among themselves; however, there is a surprising result in

that RO performs better than MRO for every flux cal-

culation with respect to the benchmarks. The differences

occur because of the differences in the change of effective

cloud fraction with height calculated by MRO and RO.

This result is opposite of what was expected and is di-

rectly affected by the inherent sensitivity of cloud-overlap

approximations to vertical resolution. Räisänen (1998)

showed that MRO accuracy can be adversely affected by

high vertical resolution. Although MRO performs poorly

for these cases, it was not expected that the RO would

perform as well as it did. In general, RO flux errors at all

vertical locations are less than MRO, but the q errors are

slightly greater. MRO errors in cloud-layer heating are

smaller than RO because changes in net flux with altitude

are less dramatic. RRTM and layer-averaged ICA errors

are shown in Figs. 3a and 3c for fluxes and Figs. 3b and 3d

for q. The largest differences between the two overlap

approximations occur in the areas bound by the cloud

layer.

ATEX has N 5 0.565 for the domain and 32 levels

within a cloud layer that extends from 1.66 to 2.64 km in

altitude. The vertical resolution through the cloud layer

ranges from 0.02–0.04 km, so it would seem safe to assume

the presence of clouds in consecutive layers this thin are

the same cloud in space. However, ATEX has high-res-

olution horizontal grid spacing (Dx 5 0.1 km), so over-

lapping the clouds maximally into one column will result

in errors because it assumes one column will be indicative

of the entire, inhomogeneous grid. As seen in Fig. 3a for

ATEX and Fig. 3c for GATE A, RO performs better than

MRO for FY near the surface. For the ATEX case, RO

closely agrees with the 3DMC to within 0.5 W m22 and

the ICA to within 2 W m22, whereas MRO is approxi-

mately 10 W m22 less than all three of these models.

Higher resolutions, coupled with variable-layer cloud

fraction produce more total cloud coverage with RO than

with MRO. If there are more, rather than fewer, adjacent

cloud layers, it is more probable for a sky to appear

overcast with random alignment than with maximum/

random alignment. Therefore, the flux discrepancies make

sense because a single column would have more down-

welling irradiance beneath and less upwelling irradiance

above a cloud layer if it had a higher total cloud fraction,

which is the case with RO. Concurrently using MRO for

a cloud field with high spatial resolution results in an

underestimation of FY at the surface because the vertical

correlation decreases Ne as compared to the 3DMC.

These results can be interpreted in terms of how Ne

changes with respect to cloud overlaps in each layer. For
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the ATEX case, the 3D effect of clouds is to increase Ne

below the cloud top, thereby contributing more FY. In

other words, the 3D effective cloud fraction is greater

than the cloud fraction used by the cloud overlaps in this

layer. However, just below the initial cloud levels, RO

FY increases dramatically because the random overlap

of clouds above quickly increases the overcast fraction of

sky. Further down in the cloud layer, 3DMC FY is in better

agreement with RO because the 3D geometric effects of

clouds produce a Ne closer in value to RO cloud fraction.

This result is a direct consequence of 3DMC’s inclusion of

emission from cloud sides.

This reasoning also explains why MRO flux errors

appear more constant with altitude. An effect of MRO

vertically aligning clouds in consecutive layers is that it

has a smaller Ne than RO beneath layers of consecutive

clouds for the same conditions. This effect is enhanced

when the vertical resolution is high, and the result is that

MRO Ne is less likely to change with altitude. Below the

cloud layer itself, the mitigating effects of atmospheric

absorption decreases the errors. Similar situations for

the GATE A fluxes are shown in Fig. 3c.

For F[, it is clear that the 3D effects are not as strong

since the errors are smaller than for FY. This result can be

attributed to the smaller differences between clear- and

cloudy-sky F[. Viewed from above, the surface and cloud

layers have fluxes that are similar in magnitude because

they are emitting at relatively similar temperatures. In

contrast, when viewed from below, the magnitude of

the fluxes in clear and cloudy skies is much different

because downward emission by the clouds dominates the

clear-sky emission in the atmospheric window regions.

FIG. 3. The respective flux and heating rate errors (model–3DMC) for (a),(b) ATEX and (c),(d) GATE A. The

error profiles in (a) and (c) are to be interpreted as ICA, solid lines; MRO, dashed lines; RO, dotted lines. Also (b),(d)

show the differences between MRO and RO. The horizontal lines are the vertical cloud-layer boundaries.
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The heating rate errors also demonstrate 3D effects.

Figure 3b shows that for ATEX, MRO and RO are in

close agreement near the top of the cloud layer as they

both have large errors near 15 K day21 but quickly differ

below this level. The cloud overlaps underpredict cooling

near the top of the cloud layer as a result of mis-

representing Ne. As shown in Fig. 3a, the RO F[ error in

this region quickly changes from approximately 0 to

3 W m22 just below the top of the cloud layer while the

FY error decreases from 0 to 28 W m22 and then rapidly

increases to near 7.5 W m22. This rapid shift in the flux

errors occurs because the actual cloud fraction is mis-

represented through random cloud alignment. This re-

sults in the large q error. Just beneath this region in the

cloud layer, MRO is in closer agreement to 3DMC be-

cause of similar values of flux divergence, but RO strongly

overpredicts the cooling (near 215 K day21) because of

the large decrease in F[ with height. Below this level,

however, q errors quickly diminish as 3D effects com-

pensate for the large Ne generated by RO. Similar effects

are seen for the GATE A case (see Fig. 3d).

In general, the cloud overlaps do not perform as well

as the ICA, but they perform better for the deep con-

vection in GATE A where the clouds and the domain

have greater dimensions. This is because the cloud prop-

erties for an individual column are more indicative of the

domain-averaged values that RRTM computes. There-

fore, the single-column RRTM results have less discrep-

ancy compared to the benchmarks when Dx is large. The

vertical locations of differences between MRO and RO

are directly caused by the misrepresentation of 3D Ne.

These calculations would most likely produce better re-

sults by using layer effective cloud fractions as input into

RRTM instead of the simple fraction of cloudy- to clear-

sky grid points. This might be done by combining the

known CRM liquid water content at each layer with an

assumption about cloud geometry to create a scene that is

more representative of 3DMC Ne. However, such ap-

proximations have only been developed for some simple

cloud cases (Han and Ellingson 2000), and more research

is necessary before such parameterizations can be trusted.

Table 1 summarizes the layer-averaged model errors

for downward flux at the surface FY
sfc and the bottom of

the cloud layer FY
cb, upward flux at the top of the cloud

layer, F[
ct and TOA F[

TOA, and the extrema in the cloud-

layer heating error qmax as compared to 3DMC. For

these results, TOA is ;85 km in altitude.

c. Boundary effects of 3D radiation

It is clear how locally important cloud-side radiation is

when one views the areal distribution of FY
sfc and F[

TOA.

Figure 4 shows apparent radiational smoothing along the

boundaries of the clouds for both ATEX and GATE A.

Figures 4a and 4b are ATEX FY
sfc and F[

TOA, respectively.

Here, FY
sfc is enhanced in clear skies along the boundaries

of clouds, but the narrow dimensions of this domain

combined with the low-altitude cloud layer cause less

dramatic variations in F[
TOA. Figures 4c and 4d show the

boundary fluxes for GATE A. Figure 4c shows the same

smoothing effects as seen in ATEX for FY
sfc, but GATE A

has larger variations in F[
TOA because of the larger dif-

ferences between the clear-sky and cloud-top fluxes.

Radiational smoothing is an effect that is not captured

by traditional 1D models. Comparing 3DMC to ICA on

a column-by-column basis shows large differences that are

attributed to boundary-crossing photons. Although it

prescribes N 5 0 or 1 at each column, ICA preserves the

CRM cloud structure on the scale of the LSAM grid box.

This allows for distinction of 3D cloud effects and pro-

vides insight into the local CRF from neglecting multidi-

mensional radiation. Individual layer differences between

3DMC and ICA are shown in Fig. 5 for FY
sfc and F[

TOA.

For all cases, the ICA has less FY
sfc just outside the cloud

boundaries and an increase inside the cloud as compared

to 3DMC benchmarks. Figure 5a shows that ATEX FY
sfc is

increased by as much as 39 W m22 in clear-sky columns

and decreased by 38 W m22 in cloudy columns.

Allowing the photons to have horizontal paths allows

them to occasionally escape the column where they were

generated. This is the main significance of 3D effects:

photons can be scattered or emitted into adjacent columns

and contribute to the flux. This can also be seen in Fig. 5b,

where the ICA underpredicts the amount of upward flux

and flux divergence from the cloud tops because it ne-

glects horizontal transport. This figure shows that ATEX

F[
TOA is underestimated by as much as 11 W m22 directly

over the cloud tops and overestimated by 10 W m22 over

clear skies.

Figure 5c shows the FY
sfc differences for GATE A. As

seen in this figure, ICA underestimates FY
sfc by as much

TABLE 1. Comparison of model flux and heating rate errors.

Listed here are the model errors for domain-averaged downward

flux at the surface FY
sfc and the bottom of the cloud layer FY

cb, up-

ward flux at the top of the cloud layer F[
ct and TOA F[

TOA, and the

extrema in cloud-layer heating rate error qmax between the 1D

models and 3DMC. All values of flux in W m22 and heating rate

in K day21.

Domain-averaged model errors

Case Model FY
sfc FY

cb F[
ct F[

TOA qmax

ATEX ICA 22.041 23.130 0.622 0.448 2.17

MRO 210.682 215.383 4.436 3.124 15.71

RO 0.381 20.680 0.039 20.124 15.73

GATE A ICA 20.988 21.020 1.264 1.176 0.09

MRO 29.678 29.901 7.854 7.214 20.49

RO 4.624 4.800 21.614 21.687 21.16
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as 34 W m22 just outside the cloud boundaries and

overestimates by 27 W m22 within the cloud boundaries.

These differences are not as large as those for ATEX and

are due in part to the coarse resolution of the domain.

Figure 5d shows the difference in F[
TOA. The upward-

moving photons from clouds are more likely to cross into

adjacent columns when viewed from higher up and in

this case create differences up to 100 W m22. The deep

inhomogeneity of GATE A combined with the large do-

main result in larger differences at TOA than ATEX

because photons have a higher chance of contributing to

flux in adjacent columns. Also, in clear skies there is

a 219 W m22 difference in FY where 3DMC sees not just

the cold tops but also the cold sides of clouds. The ICA

does not see this influence and therefore overestimates F[

in clear skies.

These differences are to be expected from the stand-

point of individual columns. However, from a domain-

averaged standpoint, these differences are significantly

reduced. For all cases (including those not discussed here),

the mean Fsfc
Y error for ICA is only 22.041 W m22. ICA

also performed well for domain-averaged heating rate,

with a mean error slightly larger than 2% and a maxi-

mum difference of 2.17 K day21, which occurred in the

cloud layer.

5. Summary and conclusions

The objectives of this study have been to establish

longwave inhomogeneous cloud field benchmarks using a

3DMC and to compare the performance of four approx-

imate radiative transfer algorithms. Validation of 3DMC

against a high-quality LBLRTM for simple atmospheres

has given confidence in its ability to accurately compute

3D radiative transfer in real cloud scenarios. The approx-

imate methods include an ICA, RO, and MRO. The full

3D comparisons are presented for only two of the cases

(ATEX and GATE A) used in the shortwave ICRCCM

III (Barker et al. 2003). The full results and descriptions for

other cases can be found in Kablick (2008).

Many LSAMs currently employ 1D radiation schemes

that operate on domain-averaged values of gases, aerosols,

FIG. 4. The 3DMC benchmark results for ATEX (a) FY
sfc and (b) F[

TOA and GATE A (c) FY
sfc and (d) F[

TOA. All flux

values in W m22. For these results, TOA is ;85 km.
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and clouds, and assume either RO or MRO for cloud-layer

configuration. Comparing RO and MRO 1D methods to

the 3D benchmark calculations has shown that, on aver-

age, the differences are great enough to cause unrealistic

radiative forcing in LSAMs. Considering that 10 W m22

forcing at the surface of the ocean can raise the surface

temperature by 1 K over the course of a year (assuming

a 75-m deep mixed layer), the sensitivity of climate might

easily be misinterpreted if radiative transfer errors are not

minimized (National Research Council 1982). Therefore,

climate model simulations that employ PPH atmospheres

and neglect 3D cloud effects can be a source of significant

uncertainty in climate change scenarios. The identification

of these discrepancies should help develop more accurate

1D methods, so that they can account for multidimen-

sional radiation from unresolved clouds and reduce sys-

tematic errors in climate simulations.

The results from the approximate models are in close

agreement with the 3DMC for clear layers above the

cloud with MRO as an exception; however, there are

large differences that occur inside and below layers that

contain liquid water. For the most part, the ICA performs

better than the cloud-overlap approximations. The nature

of ICA is to preserve the CRM cloud structure by in-

dependently assigning a value N 5 0 or 1 at each column,

whereas the cloud-overlap methods assume horizontal

approximations (i.e., neglect inhomogeneity) that tend to

misrepresent realistic cloud configurations. ICA comes

close to the benchmark because it successively averages

each independent column that may have large under- and

overpredictions across the domain, thereby converging

on the 3D solution. Therefore, it can be concluded that

resolving horizontally inhomogeneous clouds, although

locally overcast ones, more accurately represents the at-

mosphere than using overlapping fractional clouds in

one column. This result is consistent with the the findings

of the shortwave ICRCCM III, in which ICA models out-

performed the cloud-overlap models (Barker et al. 2003).

Outside of the results presented here, the most prom-

ising 1D algorithm is MCICA (Pincus et al. 2003; Räisänen

et al. 2004). The implementation of the MCICA sam-

pling method is a useful way to achieve accurate results

FIG. 5. The ICA individual column results subtracted from 3DMC for ATEX (a) FY
sfc and (b) F[

TOA and GATE A

(c) FY
sfc and (d) F[

TOA. All flux values in W m22.
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with reduced computation time. It uses a correlated-k

distribution technique that is known for being quick and

accurate for inhomogeneous atmospheres. The MCICA

column-sampling method has also been praised for its

speed over the standard ICA without a great loss in ac-

curacy. The ICA results presented herein, however, are

the full solution to the MCICA scheme, and thus, the

benchmark to which MCICA can be compared. There-

fore, it would be a worthy approximate method to test

with these results in a future study.

The results shown herein are but for a few selected

cases and are only a sample of cloud types found globally.

The authors certainly agree with one of the reviewers of

this manuscript that a beneficial future study would be to

generate 3D cloud scenes from observational data and

examine the differences between 3D and 1D for different

variables (e.g., season, meteorological regime, latitude,

land/ocean, etc.). This has been done by Cole et al. (2005)

to some extent. Though that study was global, it in-

corporated 2D, not 3D clouds, and relied on CRM gen-

erated cloud fields.

In a similar fashion to previous intercomparisons, this

study was not designed to be a unilateral effort. All of these

results are available to other modelers who wish to par-

ticipate in this intercomparison or to use the 3D bench-

marks to validate their codes. Including more models in

this intercomparison would broaden the range of results.

The original scope of this project was to include as many

established climate radiation methods as possible and

various techniques that are in development that eventually

might be included in climate model radiation packages.
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